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Abstract

Three phenomena—the disparity between the assumed and observed attributes of economic man, the link between nature and artifacts, and the use of computers as a source of knowledge—fascinated Herbert A. Simon. He built a new paradigm for each field—bounded rationality to deal with the disparity, the science of the artificial as its link to nature, and artificial intelligence for creation of knowledge. In this paper we show that the sciences of the artificial and computer intelligence also hold a key to an understanding of the disparity between individual behavior and market outcomes. When seen as human artifacts, a science of markets need not be built from the science of individual behavior. We outline how, in the nineties, computer simulations enabled us to discover that allocative efficiency—a key characteristic of market outcomes—is largely independent of variations in individual behavior under classical conditions. The Sciences of the Artificial suggests such independence and points to its benefits.
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...the possibility of building a mathematical theory of a system or of simulating that system does not depend on having an adequate microtheory of the natural laws that govern the system components. Such a microtheory might indeed be simply irrelevant.


Three phenomena—the disparity between the assumed and observed attributes of economic man, the link between nature and artifacts, and the use of computers as a source of knowledge—fascinated Herbert A. Simon. He built a new paradigm for each field—bounded rationality to deal with the disparity, the science of the artificial as its link to nature, and artificial intelligence for creation of knowledge. In this paper we show that the sciences of the artificial and computer intelligence also hold the key to an understanding of the disparity between individual behavior and market outcomes. When seen as human artifacts, a science of markets need not be built from the science of individual behavior. We outline how, in the nineties, computer simulations enabled us to discover that allocative efficiency—a key characteristic market outcomes—is largely independent of variations in individual behavior under classical conditions. The Sciences of the Artificial suggests such independence and points to its benefits:

This skyhook-skyscraper construction of science from the roof down to the yet unconstructed foundations was possible because the behavior of the system at each level depended on only a very approximate, simplified, abstracted characterization of the system at the level next beneath. This is lucky, else the safety of bridges and airplanes might depend on the correctness of the “Eightfold Way” of looking at elementary particles (Simon 1996, p. 16).
Substantive and Procedural Rationality

In 1935, Simon faced the problem of understanding the allocation of the city budget between maintenance by the parks department and programs run by the public schools in Milwaukee. He could not see how the marginal benefits of two activities could be assessed, and how these incommensurables might be compared, much less equalized, according to the prescriptions of neoclassical economics (Larkey 2002). Economics assumes that agents choose the options they prefer most from their opportunity sets, and thus requires that they know the opportunity set at the time they choose. Simple algebra leads to the equalization of the marginal benefits as a logical consequence of this process.

Simon used “substantive rationality” as the label for such behavior. It is not clear how an individual is to achieve substantive rationality without knowing his opportunity set. What could the agent do when he knows but one option, and must search further—an economic decision in itself—to generate more options? Simon postulated that an agent starts out with an initial level of aspiration about his welfare and is willing to accept an option that satisfies him by attaining this level. Acceptance of an option concludes the search; rejection leads to lowered aspirations, search for another option, and application of the same stopping rule. Simon (1978) called this process “procedural rationality.”

Field and laboratory observations support the descriptive validity of procedural over substantive rationality in human agents. They are rational in the sense of choosing what is best, but only boundedly so in the sense of choosing from a limited opportunity set in relation to their aspiration level. Yet economics
routinely assumes that individuals choose from their opportunity sets to maximize their welfare, not merely to satisfy their aspirations. This is true not only of the elegant neoclassical foundations in general equilibrium theory, but also of applications in the theory of money, industrial organization, trade, labor, etc. Why build these theories from demonstrably false assumptions about agent behavior?

The positivist answer to such a question is: the descriptive validity of the model is not relevant as long as the model predicts well (Friedman 1953). Such answers are unsatisfactory because our models serve not only to predict but also to articulate our understanding of various phenomena, and to convey that understanding to others. Understanding of phenomenon is crucial to science; prediction without understanding does not build science. We show that the sciences of the artificial point to a better answer.

The Sciences of the Artificial

Artifacts comprise elements, each with its own inherent properties, governed by natural law. A boat has timber; a shirt has cotton or wool fiber; and a shoe has leather, along with other elements; which may be artifacts themselves. In natural sciences we analyze the elements of interest, in sciences of the artificial we synthesize artifacts from elements to attain goals or perform functions. In science, natural things simply are; it is not meaningful to ask how they ought to be. Of the artifacts, we can ask both how they are and how they ought to be.
Natural law governs the inner and the outer environments of artifacts, as well as the interface between the two (Figure 1). Presence of the goal or intent of its creator or user distinguishes an artifact from nature. How well an artifact fulfills these goals depends on the interface between the two environments.

A twig lying under a tree becomes an artifact when a chimpanzee picks it up and inserts it into a termite hill to extract food. Titanium alloy created to meet the performance demands of supersonic aircraft does not exist in nature. Both the twig and the alloy follow the laws of nature. The twig exists in nature; the titanium alloy is manufactured to meet the performance specifications of the aircraft. Both are artifacts to their creators and users.

It is possible to understand and predict the changes in the performance of an artifact as a function of the characteristics of its outer environment, contingent only on a few critical features of the inner environment.

The boundary between the inner and outer environments of an artifact is drawn by reference to the purpose behind its design, or its presumed function. If we were interested in all possible aspects of the relationship between the inner and the outer environments, the two would have a one-on-one correspondence. However, we are typically interested in only some limited aspects of this relationship for an artifact. This coarseness of interest creates redundancy in the correspondence: many inner environments may stand in a given functional relationship to a given outer environment, and many outer environments may also stand in a given functional relationship to an inner environment. The chimpanzee may use not only a twig but also a straw or a thin bone to extract
termite from their hill. A twig may be used not only to get termites but also ants or honey from hard-to-reach spaces.

Important parts of the debate about the assumptions of economics are rooted in confusion about the roles of inner and outer environments of an artifact. For artifacts of physical substance, such as cars, cameras, or cities, the boundary between inner and outer environments is easy to see. For social artifacts without physical substance, the boundary is not so obvious. Consider markets as an example.

**Markets as Artifacts**

Markets are artifacts created by humans through social evolution or design. While both natural and artifactual phenomena are subject to the laws of nature, we can see all artifacts from a functional or teleological perspective.

Simon’s characterization of artifacts suggests that in order to develop a science of markets and other such social systems it is useful to draw the boundary between their inner and outer environments. Market structure or rules lie inside, while the agents, defined by their endowments, preferences, and decision rules, lie on the outside. The usefulness of an artifact arises from its outcomes’ standing in a desired relationship with the outer environment. The outcomes are determined by interactions between the inner and the outer environments under natural law. The choice of inner environment of the artifact generates the outcome function. The inner environment remains largely unnoticed by most users, usually attracting attention only when it is stretched.
beyond its limits and the outcome fails to stand in the desired relationship with the outer environment.

The rules of a market define its inner environment. These include a language consisting of admissible messages its participants can send, a mechanism to define and implement the distribution of these messages, a law of motion that defines which messages are valid in each state of the market, and a rule to allocate resources as a function of messages (Smith 1982).

In a supermarket for example, the seller sends messages about his willingness to sell through price labels. The buyer sends the messages about his willingness to buy at that price by transferring the appropriate quantities to his shopping cart and presenting it at the checkout counter. Price messages from the seller are made available to all buyers in the form of posted prices. Messages from the buyers are supposed to be available only to the checkout clerk, though it may be difficult to keep other buyers from looking at the cut of beef in the adjacent cart. The buyer cannot send a buy message when the store is out of stock. The allocation rule consists of payment of the sum of prices of groceries in the cart to the store and transfer of groceries to the customer. The inner structure of other markets, such as a stock exchange or bidding for construction of a municipal bridge, can be similarly defined by their rules.

Resource and information endowments, preferences, and decision rules of the participating agents form the outer environment of a market. The seller in a supermarket has information about estimated demand for each good at various prices. He chooses the goods, their prices and how they are displayed, using his
decision rule to seek his goals, e.g., profits. Buyers combine the information about the prices and other relevant attributes of various goods with their tastes and budgets, and use their own rules to make buy decisions.

The interaction between these inner and outer environments of the market results in the transfer of money from various customers to the store's cash register or bank account, and the transfer of grocery baskets of varying composition to the customers. Prices and quantities of various items of grocery, the amount spent by each customer, the grocer's profit, and the net gain in satisfaction of the customer are some of the other outcomes of the market. We can assess a market as an artifact by examining how the outcomes of interest to us change as a function of the inner and the outer environment of the market.

We design a market by choosing its rules (inner environment) so a desired relationship between the outer environment and the selected outcomes is obtained. If the rules of the market arise from social evolution, we assess the functionality of this artifact on the basis of that relationship. Since the outcomes and the outer environment of any artifact are multidimensional, it is rarely possible or desirable to look at a complete mapping between them. We choose only a few critical features of the outcomes and outer environment to make the assessment. In designing a car seat for infants, for example, the safety of the child (the outcome) in car accidents of varying intensity (the outer environment) is an overriding consideration; matching the texture of the seat materials is not.

In neoclassical economics, the outer environment of a market is typically represented by the supply and demand conditions. Aspects of the outer
environment not captured in supply and demand, such as the decision-making processes of the agents, are assumed to take simple and idealized forms. Allocative efficiency, price, and distribution of gains from trade are the prominent aspects of market outcome that receive attention in this tradition.

Many critical aspects of the outer environments of markets are unobservable in the field. The unique facility of computers in modeling the behavior of systems and their components and the use of the artificial intelligence paradigm helped identify which market outcomes are causally dependent on which attributes of their inner and outer environments.

**New Knowledge from Simulation of Markets**

Simon asked: *How can a simulation ever tell us anything that we do not already know?* It may help us compute the consequences of combinations and interactions among components of a system that may be too difficult to work out otherwise. In the case of markets, traders interact with other traders within the confines of the rules of the market. Even if the behavior of traders were well defined, their interactions can be quite complex, making it difficult to characterize the market outcomes in all except the simplest of market designs. Hence the theoretical prominence of the Walrasian auction, which is hardly seen in practice anywhere. Laboratory simulation of auctions with profit-motivated human subjects, often executed on a network of computers to implement the market rules, enables us to characterize the market outcomes of a variety of existing and new market designs.
Beyond the ability to compute what would otherwise be difficult or impossible, computer simulations can help us discover knowledge in a more important way.

Artificial systems and adaptive systems have properties that make them particularly susceptible to simulation via simplified models. … Resemblance in behavior of systems without identity of the inner systems is particularly feasible if the aspects in which we are interested arise out of the organization of parts; independently of all but a few properties of the individual components. Thus for many purposes we may be interested in only such characteristics of a material as its tensile and compressive strength. We may be profoundly unconcerned about its chemical properties, or even whether it is wood or iron (Simon 1996, p. 16-17).

Computer simulations have served this role in helping us to analyze market artifacts and to discover and understand how, at the interface of their inner and outer environments, the elemental forces of want and scarcity interact through the laws of statistics. Simulations also reveal that a key property of fundamental concern in economics arises from the organization of its inner environment, largely independent of the decision-making behavior of individuals who constitute their outer environment. Let us turn to this discovery.

An Exploration with Zero Intelligence

Many investigative reports and the press blamed the stock market crash of October 1987 on program trading. Skeptical of such claims, I designed and taught a course on program trading at Carnegie Mellon University, hoping to learn in the process about the inner workings of double auction markets and the structure of trading strategies used in them.¹ Dhananjay Gode and I wrote

---

¹ In a double auction a buyer can submit a price at which he is willing to buy (make a bid), and a seller can submit a price at which he is willing to sell (make an ask). If another buyers bids a higher price, it becomes the market bid; if another seller asks a lower price, it becomes the market ask. A buyer is free to accept the market ask; a seller is free to accept a market bid and
double auction software (Market 2001, see Gode and Sunder 1994) for human as well as robot traders. Each student in the class could trade from the keyboard or could let a proxy trading strategy he wrote in the form of computer code replace him. Figure 2 (from Gode and Sunder 1994) shows the price paths generated in three different trading sessions with identical market demand and supply conditions. The feasible range for prices was 0-200, and the market demand and supply functions intersected in the price range 82-86.

The top panel of Figure 2 shows the time series of prices in a market where students traded among themselves under a promise that a part of their course grade would be proportional to the number of points earned by each trader. These data simply replicate the results of many classroom auctions with profit-motivated students conducted over the past half a century (e.g., Chamberlin 1948, Smith 1982, and Plott 1982). After some initial variability, double auction prices and allocations in classical market environments settle down in the neighborhood of the predictions of theory, even with a mere handful of traders. When subject rewards are not linked to the points earned in the auction, such markets still tend to settle down to the same predictions, albeit less reliably so (Jamal and Sunder 1991).

The second panel of Figure 2 shows the price series observed in a market in which each human trader had been replaced by an artificially intelligent robotic proxy in the form of a computer program written by the trader. In this market, the prices started higher, close to 100, in the middle of the price range 0-200, and such acceptances consummate a binding transaction. The auction continues for a specified period of time.
settled down to a level slightly below the equilibrium range of 82-86. A significant amount of excess volatility persisted even after several periods. These programs seem to “learn” more slowly than their human progenitors; even after several periods, they make many more bids and offers per transaction than human traders do.

Examination of the student-written codes reveals a large variation across the artificially intelligent trading strategies. We cannot be sure what decision rules the human traders who wrote these codes used for trading with their fingers. From the individual bids and offers we can infer that the trading rules embedded in the computer codes were quite distinct. Business students found it difficult, both conceptually and technically, to express their intended trading strategies in the form of state-contingent and dynamically learning computers code. They pressed us for our own trading strategy so they could trade against it—and beat it.

Through several weeks of this program trading course, we had used the allocative efficiency of the markets (total profits earned by all traders as a fraction of the maximum total profits that could have been earned) as an index of the overall quality of students’ coded trading strategies as they evolved after competing in successive class sessions. Until this point we had believed that as students learned better to formalize and translate their thinking into computer code, both price path and allocative efficiency should converge to their equilibrium values. After all, when the uninitiated students trade with their fingers, prices and efficiency of the markets come close to the equilibrium values
within 10-15 minutes of trading. Within five weeks of the course, the allocative efficiency of markets with artificially intelligent traders crept up slowly from around 60 percent to 90 percent. Students’ coded strategies were getting smarter, making fewer errors (their program taking an action the author had not intended under the circumstances). We thought it was just a matter of time before the codes would become as smart or smarter than their authors, and markets populated by them would achieve 100 percent allocative efficiency.

Meeting the students’ challenge to the instructor for a coded strategy presented two problems. Gode and I knew little about what is a good trading strategy in a double auction (Wilson 1987); such learning itself had motivated the design and offering of this course. We wondered if our inability to write a winning strategy might raise questions about our suitability for teaching the course. We were not sure if beating the instructor’s strategy would energize or demoralize the class; we knew it would demoralize us.

Toward the end of the term, we finally wrote a trading strategy. The bottom panel of Figure 2 shows the results of a market consisting entirely of clones of this program. The market demand and supply remain unchanged.

This market exhibits more variability in prices than the previous two. The strategy consists of one line of computer code: if you are a seller with a cost of, say, 40, pick a uniformly distributed random number between 40 and 200 and submit it as an “ask”; if you are a buyer with a value of, say 135, pick a uniformly distributed random number between 0 and 135 and submit it as a “bid.” This strategy makes sure these traders—later labeled “zero-intelligence” or ZI
traders—do not trade at a loss but keep spewing new proposals. No maximization, no memory, no learning, no natural selection, and no arbitrage. Yet, prices in this market also converge to a level near the equilibrium prediction of the neoclassical model.

Our motivation for the ZI strategy was part jest: it was sure to lose to the student strategies, but we could still save face with such an obviously simple and silly strategy. But it also arose from partially formed ideas after hours of watching the bids, asks and transaction prices of double auction trading on dynamically moving charts of Market 2001 computer screens. Human traders learn quickly enough for their markets to achieve almost 100 percent efficiency. Markets with artificially intelligent traders seem to fail only because these traders get stuck doing nothing in a contingency their authors had not anticipated. What might happen if the traders keep trying to trade without losing money? We did not know. Human experiments could not answer the question. Computers, with their ability to model the micro-level behavior of traders in any manner we want, helped us find out. And the answer surprised us.

Introduction to the elements of economics derives competitive equilibrium as an outcome of the individual striving to maximize their personal gain. From Adam Smith to the modern mathematical derivation of the first fundamental theorem of economics, this maximization is etched into our economics consciousness. In laboratory experiments with human traders that we, following others, have conducted, rewarding subjects on the basis of their performance to encourage them to maximize their rewards is an important part of the method.
Yet we found that prices in this market converged without any attempt by the traders to maximize.

Examination of the allocative efficiency of the markets held an even greater surprise for us: efficiency of the third market with zero-intelligence (ZI) traders is almost the same (about 99 percent) as the efficiency of the first market with profit-motivated human traders. We may not fully understand the decision rules of the human traders, but there is no mystery about the behavior of the ZI traders. We know for sure that they do not maximize; they are programmed merely to pick prices randomly with an opportunity set defined by a no-loss constraint. This is analogous to Becker's (1962) consumers whose random choices from their opportunity set in commodity space generate a downward-sloping demand function. The ZI traders, who bear little resemblance to their human counterparts in their motivation, cognitive equipment, or decision rules yield market outcomes that are virtually identical in allocative efficiency—the critical performance feature of the market artifact.

Simon had developed and validated the bounded rationality theory of individual decision-making decades earlier. These results suggest that the achievement of high levels of efficiency under classical conditions may place minimal demands on individual rationality—no maximization and not even bounded rationality is necessary. If individuals simply refrain from throwing their money away by making “obviously stupid” trades given their local information,
allocative efficiency approaches its maximum. After a decade of mathematical modeling, reprogramming of robots, analyses of data, and more simulations, what are the findings of this work.

Some features of market outcomes are largely robust to variations in the decision-making behavior of agents who participate in them. Allocative efficiency, a key measure of market outcomes, is one such feature. Adam Smith's conclusion that the allocative efficiency arises from individual pursuit of self-interest may be more general than it appears. Efficiency is achievable in double auction markets even if agents act randomly within their budget constraints. Random choice within one’s opportunity set is, at best, only a weak form of “pursuit of self-interest” (Gode and Sunder 1993a).

The use of the maximization assumption to derive market equilibria in economics and the findings from cognitive psychology that individuals cannot and often do not know how to maximize need not be seen to be mutually inconsistent. Market institutions may be the society’s way of dealing with the human cognitive limitations. In classical environments, markets can approach the aggregate maximum even if the individuals do not know how to.

Efficiency of markets is primarily a function of their rules. Most of the efficiency arises from two basic rules: traders abiding with their proposals and priority for proposals disadvantageous to their originators (i.e., high bids and low asks). Contrary to the teachings of standard textbooks, the shapes of market

---

2 John von Neumann (1956) points out that the link between the details of the components of a system to the performance of the system can be quite weak; only a few aspects of a component may be functionally relevant to the system.

3 Also see North (1990).
demand and supply in extra-marginal region influence allocative efficiency (Gode and Sunder 1993b and 1997).

As the market demand and supply conditions change, the expected loss of efficiency has an upper bound. This bound is generated by a trade-off between the magnitude and the probability of efficiency loss associated with the displacement of intra- by extra-marginal traders. This market-level trade-off is independent of the individual trade-off between a proposal's profit and its probability of being accepted.

Double auctions are more efficient than one-sided auctions such as sealed-bid auctions because the former require more conditions to be fulfilled for an inefficient trade to occur. On one hand, auctions that batch or accumulate bids and asks before picking the highest bid and the lowest ask are more efficient than auctions where a transaction occurs as soon as a bid exceeds or equals an ask. Such auctions have lower probability of allowing the extra-marginal traders to displace the intra-marginal traders; other things being the same, call markets are favored over continuous auctions. On the other hand, efficiency is higher if traders can observe market data (e.g., call auctions in which the bids and asks are made public in real time, as compared to call markets in which they are not made public). Public bids and offers allow the intra-marginal traders to promptly outbid or undercut the extra-marginal traders, again reducing the probability of efficiency reducing displacement of intra-marginal traders.4 In asset markets where the value itself is discovered through the market process, continuous

---

4 Also see Cason and Friedman (1998).
markets have the advantage of faster price discovery; and the disadvantage of lower allocative efficiency.

Single-market findings about double auctions generalize to a set of multiple interlinked markets. If inventories are maintained between the markets, the effect of market discipline weakens and efficiency drops (Bosch and Sunder 2000). The partial equilibrium result on achievement of Pareto efficient outcomes is replicated with ZI traders in simple general equilibrium setting of Edgeworth’s Box for two commodities (Gode, Spear and Sunder 2001).

Double auction asset markets with state uncertainty and imperfect information converge to the equilibrium derived by assuming that the traders are profit-maximizing Bayesians, irrespective of whether the traders are actually (1) Bayesians, (2) empirical Bayesians, or (3) biased heuristic traders who use adaptive heuristics well known to be biased (Jamal and Sunder 1996, 2001).

Walrasian tatonnement is a valuable static model that captures the asymptotic behavior of markets, but it does not organize the data from the process of arriving at equilibrium well. The ZI model is a simple model that does a reasonable job of capturing the dynamics of markets, and organizing the data from the early part of trading well. The two models, in combination, may do a better job than either can do alone in helping us understand the markets.

Conclusions

Markets are powerful social institutions. They probably evolved in human societies because their efficiency had survival value. We can usefully distinguish between the inner and outer environments of an artifact. The former are
designed to obtain a degree of insulation across variations in the latter, so the 
artifact can serve the function for which it is created or used. The inner 
environment of markets is defined by their rules; their outer environment includes 
the behavior of agents.

A claim that the predictions of the first fundamental theorem in economics 
are approachable in classical environments without actual or attempted 
maximization by participants might have been met with skepticism until recently. 
Thanks to a largely serendipitous discovery using computer simulations of 
markets, we can claim that weak forms of individual rationality, far short of 
maximization, when combined with appropriate market institutions, can be 
sufficient for the market outcomes to approach the predictions of the first 
fundamental theorem. These individual rationality conditions (labeled zero-
intelligence) are almost indistinguishable from the budget or settlement 
constraints imposed on traders by the market institutions themselves. They are 
even weaker than Simon’s concept of bounded rationality.

ZI traders are only an important first step toward using computer 
simulations with artificially intelligent traders to explore the structural properties of 
markets. Such simulations—the “wind tunnels” of economics—have already 
given us interesting discoveries. For example, we now know that the market 
level trade-off between the level and the probability of execution of an ask would 
exist even if no trader included such a trade-off in his strategy. Much more 
remains to be done.
As social artifacts, markets are the arena for the interplay of demand and supply. Functionality of markets can be assessed by their robustness to certain environmental variations and responsiveness to others. We prefer markets to be robust to variations in individual cognitive capabilities and responsive to their wants and resources. If creation without a creator and designs without a designer are possible, we need not be surprised that markets can exhibit elements of rationality absent in economic agents.
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Figure 2: Price Series from Three Market Simulations